
If you look after more than one com-
puter, eventually you’ll realize you 
could benefit from some form of 

 automatic monitoring – certainly after 
someone surprises you with the an-
nouncement that a system you are re-
sponsible for just crashed. In addition to 
reducing the response time for a downed 
system, system monitoring can also help 
you identify problems in advance – 
 before the situation becomes an emer-
gency. Even if you only have one com-
puter, advanced notification that your 
disks are getting full or that sshd is down 
can save considerable time and stress.

If you have a specific service or situa-
tion you want to monitor, you could, of 
course, brew your own custom monitor-
ing script and trigger it with cron. How-
ever, you really do not need to go rein-
venting wheels when several open 
source applications will handle the job 
for you. In this article, I look at three of 
the main contenders – Hobbit, Nagios, 
and monit. All are open source and 

freely available. All have good points 
and limitations. The ideal solution de-
pends on your network, your experience, 
and your needs.

Hobbit Monitor
Hobbit [1] is an open source monitoring 
system inspired by Big Brother [2]. With 
Hobbit, you can monitor anything from 
tiny to enormous networks. It is avail-
able in package form for Ubuntu, Fe-
dora, and several Linux distros. Debian 
users can use Hobbit packages for 
Lenny/ Sid, as well as an Etch backport. 
The most recent release was three years 
ago, so it’s not clear whether the project 
is still under active development; how-
ever, I have been using Hobbit at work 
for some months, and it performs well.

The Hobbit monitoring system is cen-
tralized, so you’ll need a central Hobbit 
server, plus client software on each ma-
chine you want to monitor. The informa-
tion is served up through a web interface 
on the central server, so you also need 

Apache2. The installation is straightfor-
ward; you should have a basic system 
running pretty quickly.

By editing just a couple of well-docu-
mented text files, you can manage your 
Hobbit configuration. The hosts you in-
tend to monitor are all specified through 
a single file (one line per host, with ser-
vice information on the same line as the 
host name and address), and service 
checks are already defined for you. The 
warn/ alarm settings for various services 
and situations are defined through an-
other file.

The typical alerts are possible – email 
is the most obvious option – but you 
also can plug in any script you want and 
configure more exotic responses. The 
online documentation describes a tech-
nique for forwarding alerts to a mobile 
phone, for example. Because you can at-
tach more than one alert to a particular 
condition, you could have one email 
message sent immediately, then another 
to an escalation address after an hour. 
Also, you can configure an alert to auto-
repeat and to acknowledge a fix. The 
documentation online is a little sparse, 
but the Tips/ Tricks page is useful.
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The Hobbit web interface (Figure 1) is 
colorful and easy to read. Clicking 
through on any machine supplies more 
details, and you can divide machines 
into groups to make it easier to navigate.

Once Hobbit is running, it needs very 
little intervention, although you might 
want to make some tweaks initially as 
you work out what tends to crop up in 
your system. After that, however, you 
can leave it to its own devices and it will 
just keep going. Hobbit is straightfor-
ward and fairly basic in its setup, and it 
does most of the things you might want. 
The web-based display is clear and easy 
to understand at a glance.

Nagios
Nagios [3] is a bit more difficult and 
time consuming than Hobbit is to get set 
up and configured correctly. The flip side 
is that Nagios is powerful. Nagios in-
stalls from a tarball or in package form 
from your distro package manager. De-
bian, Ubuntu, and Fedora/ CentOS all 
have packages available – make sure 
you’re getting at least Nagios 2. If you 
want the most up-to-date version (3.0.1 
at the time of writing), you’ll probably 
need to download the tarball.

The Nagios system relies on plugins, 
which are basic Unix commands that re-
turn an exit code and a message to Nag-
ios, providing information on the state of 

the service you are monitoring. A huge 
number of plugins are available. If you 
install from your distro package man-
ager, you should get a handful of the 
most useful plugins as an automatic de-
pendency, or you can download a plugin 
tarball from the Nagios website.

Despite the complexity, it’s possible to 
get a very basic Nagios system up and 

running pretty fast. Although Nagios re-
ports via a web interface, the configura-
tion is all done in text files. The configu-
ration files are a bit confusing initially – 
Debian separates things out into sepa-
rate files by default, and I’d recommend 
this as a helpful practice. The documen-
tation is clear and very comprehensive.

As with Hobbit, you have to specify 
each host you want to monitor. Nagios is 
slightly more difficult to configure than 
Hobbit, in that multiple options need to 
be set (as opposed to the Hobbit system 
of having a single line per host in a 
 single file). However, you can set up a 
 default template that will significantly 
reduce the amount of typing.

Nagios can monitor services on either 
a per-host basis or through a hostgroup. 
For example, you could have a hostgroup 
of all web servers, all SSH servers, and 
so on. Nagios allows wildcards, so it’s 
easy to define an “all hosts” group or 
set up services that cover all hosts. The 
commands used to check services are 
defined within the plugin packages.

The web report interface (Figure 2) 
again requires a basic Apache2 install. 
Unlike Hobbit, Nagios provides exten-
sive authentication options for the web 
interface. In the configuration, you can 
control which users can see which infor-
mation on which services, and you can 
also specify which users can issue com-
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Figure 2: The Nagios web interface Tactical Monitoring Overview page.

Figure 1: The Hobbit web interface, showing groups of machines.



mands for specific hosts. The display is 
very readable, with a variety of ways to 
look at the data.

Nagios will issue configurable alerts 
in particular situations. The system in-
cludes an escalation feature that triggers 
a further alert action after a specified 
length of time.

Via the plugin interface, you can de-
fine almost anything you want. For ex-
ample, you can define your own com-
mands to use to check particular ser-
vices and use macros to make these 
more extensible and easily readable. 
However, the enormous number of plu-
gins already available means there’s a 
fair chance that you won’t need to do 
any such thing. 

Nagios also can restart services if they 
fail with the use of a script that invokes 
Cfengine (or another similar system).

Although Nagios is more difficult to 
configure than Hobbit, it is much more 
powerful and configurable once the sys-
tem is working. The Nagios monitoring 
system is nice for large, professional net-
works, but it might be overkill for a 
small network.

monit
Monit [4] manages and monitors pro-
cesses, services, files, directories, and 
other system variables – either locally or 
remotely. Either install from source code 
or find a package for your favorite distro. 
Like the other tools described in this ar-
ticle, monit will send alert email mes-
sages, and it provides a web interface 
(Figure 3). The web interface is, unsur-
prisingly, a bit more basic than those 
provided by Hobbit or Nagios. One sig-

nificant advantage of monit is that you 
easily can set it up to restart services au-
tomatically if they fail. Monit is a stand-
alone system that doesn’t rely on plu-
gins, although it does happily integrate 
with init and rc‑ scripts, which is how 
services are restarted.

The default configuration file has ev-
erything commented out, so you need to 
go through it, uncommenting and edit-
ing what you need. Unlike some other 
tools, monit does not automatically use 
default values. If a statement is com-
mented out in the monitrc file, then it is 
out of use. It is quick to set up – primar-
ily because it only really monitors the 
local host, so the long lists of other hosts 
required for Hobbit and Nagios aren’t 
needed. Monit allows basic (e.g., ping) 
checks to other hosts, so if you have 
host dependencies (e.g., a machine that 
needs to access another machine to get 
at a MySQL database), monit could warn 
you that the MySQL machine was down.

This does mean that it doesn’t provide 
the sort of services that Nagios and Hob-
bit do, in which you can have a central 
server monitor all your hosts. What it 
does, though, it does well, and it does 
have the major advantage that it can re-
start services when they fail. The online 
manual is helpful and fairly comprehen-
sive, and mailing lists and other support 
are available.

Monit is great for monitoring a single 
host, especially because it will restart 
systems. The monit system is not as ef-
fective for a larger network, although it 
might work quite well alongside Hobbit 

or Nagios, enabling centralized monitor-
ing, as well as restarting local services.

Conclusion
Hobbit, Nagios, and monit all do a de-
cent job. Nagios is the most powerful, 
but setting it up to get the full benefit of 
that power can be difficult. A basic sys-
tem is reasonably quick to set up once 
you understand how the files work, and 
the power will be there so you can ex-
tend your monitoring effort in the future.

If you only have one or two systems, 
monit is probably a better bet than set-
ting up Nagios. Monit also really excels 
at system recovery, which Hobbit and 
Nagios don’t handle natively (although 
Nagios can be set up for system recovery 
with other software).

Hobbit is a reasonable balance be-
tween the two, especially if your needs 
are not too complex, but it’s not as ex-
tensible or configurable as Nagios, and 
it doesn’t heal services as monit does.

For myself, I’m sufficiently impressed 
with Nagios that the next project on my 
todo list is switching to it!  n
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[1]  Hobbit:  
http://  hobbitmon.  sourceforge.  net/

[2]  Big Brother: http://  www.  bb4.  org/

[3]  Nagios: http://  www.  nagios.  org/

[4]  monit:  
http://  www.  tildeslash.  com/  monit/

[5]  Munin:  
http://  www.  linpro.  no/  projects/  munin/

[6]  mon: http://  mon.  wiki.  kernel.  org/  index. 
 php/  Main_Page

INFO

Other open source monitoring tools 
such as Munin [5] and mon [6] do the 
job reasonably well but lack the power 
of Nagios. If you really want to experi-
ment, you can eschew all this software 
and construct your own monitoring soft-
ware. Ping, cron-apt (for Debian), log-
watch, and similar utilities are all useful 
for this. However, for the vast majority 
of users, this is a serious waste of time. 
your life will be much easier if you let 
someone else do the programming. All 
of the solutions discussed in this article 
are sufficiently configurable and tweak-
able that even the most controlling ad-
mins should be able to get what they 
want.

Other Options

Figure 3: The rather more basic monit web interface.


